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Abstract 

Three-Dimensional pose estimation is essential to better understanding the human’s 
movements in different postural tasks. Traditionally, 3D data is captured and processed 
by the VICON optoelectronic motion capture system. However, the complex operation 
and high price makes the system uncomfortable to use. In this paper, a new camera-
based motion capture system using a novel neural network structure is proposed. We 
created a new model that combine the Convolutional Neural Network (CNN) and the 
Recurrent Neural Network. CNN is used as an encoder and RNN is the decoder. After 
passing the CNN layer, image features are extracted and then fitted to the RNN by guided 
recurrent unit cell to learn the temporal features. After that, 5 fully connected hidden 
layers are added to get the prediction for joints. Due to our neural network frame, the 
image information can be extracted accurately which is the advantage of CNN and the 
prediction for each frame is depended on the previous frame which is the advantage for 
RNN to process the sequential data. We experiment our model on the HumanEva dataset, 
and the result shows that our method can reach the same accurate level as the VICON 
optoelectronic motion capture system. Therefore, our camera-based motion capture 
system is a convenient and reliable system to replace the VICON system for 3D pose 
estimation without losing accuracy. 
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1. INTRODUCTION 

Pose estimation for human is an important problem and has enjoyed the attention of the 
Computer Vision community for the past few decades. It is an important step towards 
understanding people in images and videos. Given an image of a person, 3d pose estimation is 
the task of producing a 3D pose that matches the spatial position of the person. In order to fix 
this problem, our neural network has to be invariant to a number of factors, including 
background scenes, lighting, clothing shape and texture, skin color and image imperfections, 
among others. This is very difficult. 

Usually, people use VICON system to do human's 3D pose estimation. VICON is a marker-
based motion capture system and is the most mature tool for tracking the subjects' movements. 
Precise tracking is essential for providing a ground truth for robot localization experiments. A 
VICON system provides the highest order of positional precision by optimally selecting and 
fusing all available data. It is highly accurate and can provide low latency data that is easy to use. 
Through a special software designed for VICON, the collected data can be integrated into almost 
any control system. 

However, when applying VICON to real experiments, some serious problems occur. First, the 
VICON system needs a lot of special motion capture cameras. So before starting experiments, 
researchers need to spend a lot of time to build the support structure and design the locations 
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to set the cameras which is very inconvenient. Besides, in order to capture all motions for a 
human subject precisely, more than 8 cameras are usually needed. Due to the special camera's 
price, that is a big cost. What's more, the VICON system's working theory is: The camera of the 
VICON system emits radiation. The key points on the subject (the important parts in human 
body like pelvis, trunk, knees and heels... that need to be observed in order to analyze the human 
motion) will be sticked markers with special materials to reflect the radiation. The camera 
locates the position of the key points by receiving and analyzing the reflected rays. Before the 
experiment, researchers need to spend a lot of time cleaning, preparing and sticking the 
markers which is a waste of time. Also, by applying some devices, the key points might be 
blocked and cannot be sticked markers. 

Considering of all those shortcomings for VICON system, a new monitoring system is 
designed to use cameras and deep neural networks to replace VICON. Its objective is using video 
data collected by camera and Deep Neural Network to predict a 3D pose that matches the spatial 
position of the person. By building, training and tuning the models, the neural network can 
recognize and predict the key points' position in human subjects. 

2. RELATED WORK 

Study of human pose estimation started from still image. With traditional methods like 
pictorial structure [1,2] to newer CNN methods [3]. To improve the performance, Newell et al. 
[4] proposed Stacked Hourglass Network, which introduced sequential refinement of 
predictions and the concept of stacked architectures, residual connections and multiscale 
processing. Replacing the residual unit from the stacked hourglass, Yang et al. [5] proposed a 
Pyramid Residual Module (PRM). Chu [6] proposed an attention model which is based on 
conditional random field (CRF). Also, Generative Adversarial Net-works (GANs) are used to 
improve the capacity to learn structural information. 

Distinct from these detection-based methods, regression methods use non-linear function to 
directly turn the input image into poses in xy coordinates, for example, holistic solution based 
on cascade regression introduced by Toshev et al. [7] and the Iterative Error feedback proposed 
by Carreira et al. [8]. Given their advantages of direct pose predictions, regression methods in 
the literature still give subpar solutions. 

As for 3D pose estimation, the situation is even more challenging. Some methods use bottom-
up solution, which first locate the body joints, and then predict the 3D poses from it [9]. Sun et 
al. [10] proposed another method that convert poses into bone figure, which makes it easier to 
learn and less diverse. Whereas, due to the accumulation of the error between joints, such 
structural conversion might reduce the precision on joints. To avoid this problem, Pavlakos et 
al. proposed the Volumetric Stacked Hourglass architecture, which needs precisely estimating 
volumetric information.  

3. METHOD 

3.1. Data Pre-Processing 

Pytorch is a very efficient tool in deep learning. Before building neural network, we need to 
build the dataloader for the data. The HumanEva dataset is the most famous dataset in the field 
of pose estimation. It contains 7 calibrated video sequences (4 grayscale and 3 color) that are 
synchronized with 3D body poses obtained from a motion capture system (VICON system). In 
this paper, only one-color camera’s video data is used. For 27 videos in this dataset, we use 23 
for training and 4 for testing. The database contains 3 subjects performing 5 common actions 
which are ‘Gesturing’, ‘Boxing’, ‘Walking’, ‘Catch and Throw’ and ‘Jogging’. (Fig. 1) 
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Figure 1. Five actions covered in HumanEva dataset 

 

The label for one frame is shown in Fig.2, which is a 20*3 array covers the positions for 20 
body parts in 3DoF. The unit is mm.  

 

 
Figure 2. An example of data’s label 

 

The dataset is created in 2007, due to the technique’s limits, not all video frames in the dataset 
have ground truth, we divide the frames into two kinds, invalid frame and valid frame. Valid 
frame has ground truth while invalid frame doesn’t.  

The training dataset’s structure is shown in Fig.3. There are 23 videos which are shown as 
the blue rectangles. Each video has some valid frames which are shown as the red rectangles. 
The valid frames distributed randomly in the videos which cause a big problem for us. No matter 
for training or testing, we only need the valid frames.  

 

 
Figure 3. Data Structure 
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A data loader is built based on HumanEva dataset. In the beginning, there are 23 videos. We 
shuffled the sequence of videos first and then extracted 2 videos as a pair from the videos one 
by one until all videos are divided into pairs. Batch size is 2 which depends on our computer’s 
memory. For each video, we need to detect and extract all valid frames, almost all of them are 
continuous but the length of them are quite different between each other. 

We randomly choose one continuous valid frame group and compare its length with the 
sequence-length, which is a number we chose before and shows how many continuous images 
are there in one sequence. If valid frames’ length is smaller than the sequence length, randomly 
choose the valid frame group again until find a longer one. 

Then from the valid frame groups, randomly choose a subgroup of frames as a sequence 
whose length is the sequence length. Repeat steps 3 to 7 and we can get one mini-batch. After 
repeating steps 2 to 8 we can get one epoch. In this paper, batch size is 2 and sequence length is 
3. Therefore, after these manipulations, one dataloader is built successfully. One epoch covers 
11 batches. One batch covers 2 sequences and each sequence includes 3 continuous images with 
labels.  

 
Figure 4. Data Pre-Processing 

3.2. Neural Network Structure 

Our Neural Network covers 2 parts. The first part is a Convolutional Neural Network (CNN) 
as an encoder and the other one is an Recurrent Neural Network (RNN) as decoder. In the 
beginning the pretrained model ResNet50 wat used as backbone to extract features from images. 
But for the HumanEva dataset, due to the fact that its size is really small, a deeper NN named 
ResNet152 replaced the ResNet50 which can help get better results. All pretrained models are 
deleted the last linear layer and we add our own fully connected linear layers to build the CNN. 
After this step, the features are extracted. Then they are fitted to the RNN by guided recurrent 
unit cell. After that, 5 fully connected hidden layers are added to get the prediction for joints. 
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Due to our NN frame, the prediction for each frame is depended on the previous frame which is 
the advantage for RNN to process the sequential data. 

 

Table 1. Neural Network’s Parameters 

Batch size 2 

Sequence length 3 

Input size 2 * 3 * 3 * image Height * image Width 

Output size 2 * 3 * 20 * 3 

Loss Mean Square Error Loss 

Optimizer Adam 

 

After training for 20 epochs the loss plot is like Fig.5. It is evident that the loss decreases 
quickly in the beginning and converges from about the fourth epoch. 

 

 
Figure 5. Loss Plot 

 

In order to get one epoch, we need to do a lot of manipulations and it cost a lot of time. We 
tried a new method. After running one epoch, we shuffled the sequence of the videos and make 
it as a new epoch for training. After shuffling 9 times we run steps 1~9 (Fig.4) again to get the 
next epoch. The loss plot is shown in Fig.6. If we set 10 epochs as a cycle, it is evident that the 
loss decreases sharply in one cycle but increase immediately when beginning a new cycle. This 
is because for one cycle, the neural network begin overfitting to the data. Therefore, in the end, 
we returned to the old method to avoid overfitting.  

 

 
Figure 6. Loss Plot (new method) 
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4. RESULTS AND DISCUSSION 

After training the model for 20 epochs, we saved the model's state-dict in every two epochs. 
After using epoch 5's model and epoch 10's model to predict. We found that there is no big 
difference in both prediction accuracy. It means after converging, the model did not improve 
anymore. The accuracy in our project is defined as: (1 - mean error/motion range), the motion 
range means the biggest moving range of motion, which is got from the whole dataset. The 
accuracy and mean square error for 20 joints are shown in Fig.7. The left is the accuracy and 
the right is the mean square error.  

 

 
Figure 7. Results 

 

These are for the Boxing action. It is obvious that for boxing, the prediction for the lower right 
leg proximal is the most accurate, which is about 99% while the lower right arm distal part is 
the worst, which is about 80%. The average accuracy is about 96% which is very good. 

After testing our model in the HumanEva dataset. It is obvious that our model can replace the 
VICON to detect human’s 3D pose. With convolutional neural network, we can do pose 
estimation for repeated video sequence with high accuracy and it is easier to capture features 
of pose with larger motion range. However, for VICON system, it can not only detect the 
positional data, but also the angular data. For our model, we can only detect the joints’ positional 
data. This is one problem we need to solve in the future. 
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