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Abstract 

Sentiment analysis of movie comments can obtain a lot of valuable information, which 
could be used to predict the Box-Office Revenue (BOR). In this study, LSTM model is used 
to analyze comment datasets extracted from IMDb. Then a model based on XGBoost is 
carried out to predict BOR. This work combines the two models as a new approach. The 
experimental results show that this model has high prediction accuracy. This approach 
will help film-makers to predict the success of their movies. 
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1. INTRODUCTION  

In this paper, a machine learning-based system is demonstrated to predict box office revenue. 
In 2019, worldwide box office receipts topped $42.5 billion. With such a vast market, it makes 
sense to predict box-office. This work use machine learning as tool.  

The essence of movie prediction is to assess whether a movie's attributes will entice people 
to go to the theater. The cast is a measure of how much star power the film can bring. Enough 
star power can make fans overlook shortcomings of a film and to bring in the proceeds [1]. 
When the release season is taken into account, the impact of competitors on the film's box office 
can be compared horizontally. 

Except objective variables, some subjective factors, such as word-of-mouth (WOM), also 
impact revenues [2]. A McKinsey & Company study illustrates that more than two-thirds of sales 
volumes are based on WOM, showing the influence of it to purchase intent [3]. Moreover, 
extracting underlying sentiment from film reviews is vital to study costumer behavior [4, 5].  
Liu and other researches developed ways to measure the popularity of films and to predict 
consumer intentions and box-office revenues [6].  

Sentiment analysis contributes to the accuracy of Box-Office Revenue, BOR, predictions and 
users purchase intention could result in more accurate BOR prediction with the use of Support 
Vector Regression and Linear Regression [6]. A random forest model which is based on 
sentiment score of the movie tweets and movie expert reviews gives great result in BOR 
predictions [7]. The BOR prediction considering movie consumption intention is higher than 
without considering it. SVM and CIMM models have yielded high accuracy on identifying 
consumer intentions [8]. Combining comments, the BP neural network model could predict 
BOR accurately [9]. LSTM-based sentiment models provide strong support for the accuracy of 
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BOR. It incorporates emotional characteristics to traditional features. Sentiment analysis 
combining CNN with LSTM produces a model whose BOR prediction accuracy is 88.94% [10]. 
Among these studies, many good models have been proved. A Deep-DBP model was proposed. 
Only using temporal components, the prediction accuracy is high [11].  

In this research, XGBoost is used as the main model. In predicting BOR, this model is less 
studied. The novelty of this research highlights the coupling of sentiment analysis with general 
film information. This research presents a model based on XGBoost to make BOR predictions. 
Specifically, a LSTM model is built to analyze sentiment characteristics. Then, combine the LSTM 
model and XGBoost model, presenting a new approach to make accurate BOR predictions. This 
approach will help film-makers to predict the success of their movies before the release, and 
helps people to understand the factors’ influence on BOR.  

2. DATA 

From the Internet Movie Database website (imdb.com), two datasets for 1000 movies, 
choosing to predict those box offices, are obtained. One is the general information about the 
films, ranging from the title, genre, descriptions, director, actors, year of release, runtime of film, 
rating, votes to the revenues. The other is the top 25 reviews on the website for each film.  

In addition, movies reviews (from github.com), sorted as positive and negative, are 
downloaded to train the sentiment analyzing model. There are 25,000 sorted comments, in 
which positive and negative comments are evenly split. 

For sifting data, first delete the missing data and convert quantitative value into float data 
type. Table 1 shows the resulting data: 

 

Table 1. Examples of samples 
 Title Genre Description Director Rating Votes Review 1th 

1 
Guardians 

of the 
Galaxy 

Action A..universe. 
James 
Gunn 

8.1 757074 Guardians… 

2 Prometheus Adventure Following …alone. 
Ridley 
Scott 

7 485820 It appears… 

3 Split Horror Three …24th. 
M. Night 

Shyamalan 
7.3 157606 A fantastic.. 

 

Then, get rid of special symbols and other special characters like "?!;:#$ and convert data into 
vector form by Word2Vec. 

3. METHODOLOGY 

3.1. Research Strategy 

This research’s aim is to predict movie BOR. To achieve this, movie comments are used to 
train a LSTM model, perform sentiment analysis, and get the movie sentiment score. Then a 
XGBoost model for BOR prediction is built. The data is combined with the sentiment analysis 
results as the model’s input to train the model.  

Dichotomy is used to perform sentiment analysis, dividing the comments into two categories, 
positive and negative, with score of 1 and 0 respectively. Then, the number of comments of each 
category multiplies by the corresponding comment score, divided by the total number of 
comments, which is the sentiment score.  

The model uses xgboost library to make regression. This work focus on 9 variables: genre, 
description, director, year, runtime, rating, votes, metascore, and sentiment score.  
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3.2. Long Short-term Memory (LSTM) 

Long short-term memory, LSTM, is a model with several gates on the standard recurrent 
neural network usually used in deep learning [12]. LSTM model can remember information for 
a long time, avoid long-term dependency problem, and can learn independently. A common 
LSTM unit contains 3 gates: forget gate, input gate and output gate [13]. 

3.2.1 Variables 

𝑥𝑡Rd: input vector to the LSTM unit 

𝑓𝑡Rh: forget gate’s active vector 

𝑖𝑡Rh: input/update gate’s activation vector 

𝑜𝑡 Rh: output gate’s activation vector 

ℎ𝑡Rh: hidden state vector also known as output vector of the LSTM unit 

𝐶̃𝑡Rh: cell input activation vector 

𝐶𝑡Rh: cell state vector 

W Rhd, W Rhh and b Rh: weight matrices and bias vector parameters which need to be 
learned during training 

: 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 function 

[13] 

3.2.2 Detailed structure 

3.2.2.1The forget gate 

Forget gate shown in Figure 1 determines what information is discarded. ℎ𝑡−1 and 𝑥𝑡 are 
first spliced together and then passed to a  sigmoid   function. Then, generate a value 𝑓𝑡 
between 0 and 1, which directly determines how much state information is retained [14]. 

 
Fig 1. The Forget Gate 

 

3.2.2.2 The input gate 

Input gate determines what new information to add. As the left picture in Figure 2 illuminated, 
this step contains two layers: a  tanh  layer and a 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 layer. The former outcome, from -
1 to 1, is used to produce the updated value candidate for 𝐶̃𝑡.  Then it is multiplied by the 
outcome of the 𝑠𝑖𝑔𝑚𝑜𝑖𝑑  layer to provide a scaling effect. If the 𝑠𝑖𝑔𝑚𝑜𝑖𝑑  output is 0 in the 
extreme case, then the cell state on the corresponding dimension does not need to be updated 
[15]. 

Another picture in Figure 2 demonstrates the step to multiply the old cell state Ct-1to 𝑓𝑡 to 
discard some information and add the new information part it × C̃t to get the new cell state 
𝐶𝑡. 
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Fig 2. The Input Gate 

 

3.2.2.3 The output gate 

Figure 3 elucidate the last step of deciding what to output. The output value is related to the 
cell state, and 𝐶𝑡 is given to a candidate by a 𝑡𝑎𝑛ℎ function. Eventually, which parts of the 
candidate are output is determined by a 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 layer. 

 
Fig 3. The Output Gate 

 

3.2.3 Key equation and realization of the LSTM 

LSTM use a particular initial state h0 prior to start the spread from the first data (t = 1) to the 
last (t =N). Each time, update equation for 𝑓𝑡,𝑖𝑡, 𝑜𝑡, 𝐶̃𝑡, 𝐶𝑡 and ℎ𝑡 are shown as follow: 

 

𝑓𝑡 = 𝜎(𝑊𝑓𝑥𝑡 + 𝑈𝑓ℎ𝑡−1 + 𝑏𝑓)                             (1) 

 
𝑖𝑡 = 𝜎(𝑊𝑖𝑥𝑡 + 𝑈𝑖ℎ𝑡−1 + 𝑏𝑖)                             (2) 

 
𝑜𝑡 = 𝜎(𝑊𝑜𝑥𝑡 + 𝑈𝑜ℎ𝑡−1 + 𝑏𝑜)                            (3) 

 
𝐶̃𝑡 = tanh(𝑊𝑐𝑥𝑡 + 𝑈𝑐ℎ𝑡−1 + 𝑏𝑐)                           (4) 

 
𝐶𝑡 = 𝑓𝑡𝐶𝑡−1 + 𝑖𝑡𝐶̃𝑡                               (5) 

 
ℎ𝑡 = 𝑜𝑡tanh (𝐶𝑡)                                (6) 

 

The equation parameters are updated by means of the back propagation of LSTM by gradient 
descent. 

3.3. XGBoost 

XGBoost is an essential Gradient Boosted Decision Tree, GBDT, but strive for maximum speed 
and efficiency [16]. The original GBDT algorithm is based on the negative gradient of the 
empirical loss function [17] to construct the new decision tree. While XGBoost adds regular 
terms during the decision tree construction phase. 

 
𝐿𝑡 ∑ 𝑙(𝑦𝑖 , 𝐹𝑡−1(𝑥𝑖) + 𝑓𝑡(𝑥𝑖) + 𝑓𝑡(𝑥𝑖)) + Ω(𝑓𝑡)𝑖                      (7) 
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𝐹𝑡−1(𝑥𝑖) represents the optimal solution of the existing t-1 tree. The regular term is: 

 

Ω(𝑓𝑡) = γ𝑇 +
1

2
𝜆 ∑ 𝑤𝑗

2𝑇
𝑗=1                               (8) 

 

T is the number of leaf nodes, and 𝑤𝑗  is the predicted value of the J leaf node. The second 

order Taylor expansion of the loss function at 𝐹𝑡−1 can be derived [18]. 

 

𝐿𝑡 ≈ 𝐿̃𝑡 = ∑ {𝐺𝑗𝜔𝑗 +
1

2
(𝐻𝑗 + 𝜆)𝜔𝑗

2} + 𝛾𝑇𝑇
𝑗=1                      (9) 

 

T is the number of leaf nodes in the 𝐹𝑡 of the decision tree, 

 
𝐺𝑗 = ∑ ∇𝐹𝑡−1𝑙(𝒴𝑖, 𝐹𝑡−1(𝑥𝑖))𝑖∈𝐼𝑗                           (10) 

 
𝐻𝑗 = ∑ ∇2𝐹𝑡−1𝑙(𝒴𝑖, 𝐹𝑡−1(𝑥𝑖))𝑖∈𝐼𝑗                          (11) 

 

It represents the combination of the indexes of all the samples belonging to leaf node j [17]. 

XGBoost sorts the data in advance before training, then saves it as a block structure, which 
makes parallelism possible. In the process of node splitting, it is necessary to calculate the gain 
of each feature, and finally choose the largest feature to split, so that the computation of each 
feature can be carried out with multi-threading. 

When the tree node is split, it turns to calculate the gain corresponding to segmentation point 
of each feature, aiming to enumerate all possible segmentation points by the greedy method 
[19]. Figure 4 shows the exact greedy algorithm for split finding:  

 

 
Fig 4. Extract Algorithm for Split Finding 
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To make up for the inefficient of Greedy algorithm, XGBoost proposes a parallel approximate 
histogram to generate candidate segmentation points [20]. Figure 5 illustrates the approximate 
algorithm for split finding: 

 

 
Fig 5. Approximate Algorithm for Split Finding 

4. RESULT 

After training the LSTM model with the data-set of positive and negative reviews, the 
accuracy (F1-score) is of 88.0%, indicating the model can analyze sentiment implicit in 
comments quite well. Then, use the model to get sentiment score of specific movies through the 
top 25 reviews each. In Table 2, examples and summary of the outcomes are given: 

 

Table 2. Summary of sentiment score 
 Movie Score 

Maximum About Time 0.998112 

Minimum Wrecker 0.003106 

Median  0.5006089 

Mean  0.57137664 

 

Note: This table is a summary of the sentiment scores in the dataset.  The generated scores 
ranged from 0.003106 to 0.998112, with the mean of 0.571377. 

 

Figure 6 is a scatter plot showing the distribution between viewers’ sentiment and revenues. 
Revenue seems to depend on the sentiment score, which reveals a correlation between the two 
variables. Besides, there exists several movies not earning much money, regardless of the 
sentiment grade. 
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Fig 6. Scatter Plot Between Sentiment Score and Revenues 

 

In Figure 6, some outliers with high revenues but low scores can also be experienced. Except 
those outliers, the income range nearly has a direct relationship with the emotional scores.  

 

Table 3. The outliers and diversities 

Movie Diversity 

Twilight 25217.617 

Robin Hood 6141.507 

Fifty Shades of Grey 4937.682 

Suicide Squad 2886.088 

Jurassic World 2832.454 

Neighbors 2267.702 

Aliens vs Predator - Requiem 1713.030 

2012 1582.081 

The Hunger Games 1435.315 

Lincoln 1253.505 

 

Table 3 record the top 10 abnormal values with the highest diversity. However, these include 
movie sequels, movies shown during the New Year period, etc. As a result, even though those 
movies are not highly recommended or favored by reviewers, they continue to enjoy high box 
office. And that might be the reason why they become outliers. Then, Figure 7 get rid of the big 
deviation points and the characteristics and trend are more evident. 
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Fig 7. Scatter Plot Between Sentiment Score and Revenues without 10 Outliers 

 

Figure 8 selects the maximum revenues corresponding to 60 different scores and calculate 
the correlation between scores and revenues for these points. The Pearson correlation 
coefficient of the regression line is 0.81. 

 

Thus, there is no evidence to contradict that box-office sales are related to the sentiment score. 

 

 
Fig 8. Regression Line for Boundary Points 

 

Moreover, other variables are considered to predict sales with the method of XGBoost. In 
Figure 9, yellow, green, and blue curves correspondingly represent the true value of the 
revenues, predictive revenues without considering emotion and that considering sentiment. 
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Comparing with those situations without considering sentiment scores, those including 
sentiment analysis have higher accuracy and are closer to the actual. 

 

 
Fig 9. Revenues and Two Kinds of Predicted Revenues 

 

Thus, people’s emotion and feedback to the movie can influence the revenues and should be 
treated as one of the independent variables when estimating the box-office sales.  

 

 
Fig 10. Revenues and Predicted Revenues 

 

In Figure 10, yellow curve shows the prediction, and blue curve represents the actual revenue. 
From this figure, it can be seen that the prediction result is basically in line with the actual 
revenue, and error range is mostly within the acceptable range. 

 
Fig 11. Regression Line between predictions and actual values 
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Figure 11 shows the regression line of predictions and actual values with the Pearson’s 
correlation coefficient of 0.63. 

5. CONCLUSION 

In this paper, an XGBoost model for Box-Office Revenue (BOR) is proposed. First, an LSTM 
model is built to calculating the sentiment score of movie comments. Then, an XGBoost model 
is built, leveraging sentiment score and other data, to make movie box-office revenues 
predictions. Experiments on the data-set extracted from IMDb demonstrated that this model 
has better performance than previous research. In comparison with the actual revenue, the 
predicting result yield high accuracy and practicability [21].  

This research reflects a high research value and provides a framework. Future research will 
focus on expanding the data-set such as adding more variables and finding better methods to 
quantify some variables such as contributing factors.  
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